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Abstract— This paper presents the use of genetic algorithms
(GA) to synthesize the optimal parameters of PowelSystem
Stabilizer (PSS),this later is used as auxiliaryfaurbo generator
excitation system in order to damp electro mechanats
oscillations of the rotor (inductor),and consequeny ,improve the
Electro Energetic System (EES).in this study, we startewith the
linearization of a system around the operating poin,than, we
analyzed its stability in slight movement, after tlat, we have
optimized the PSS parameters using the Genetic Algthms
(G.A)these later are researches technical's baseoh natural
selection mechanism ,genetics and evolution. The alrted results
have proved that (G.A) are a powerful tools for ogimizing the
PSS parameters Our present study was performed using a GUI
realized under MATLAB in our work.

Keywords— AVR-PSS, Electro Energetic System, genetic
algorithm, GUI, powerful synchronous generatorsstability.

l. INTRODUCTION

The Electro Energetic System stability is viewedtlas
most necessary condition to regular operating batt
network control systems are required to ensurestlsility by
identifying the main factors that influence on thise. The
Classical controllers AVR and PSS [1,2] (Pl or Blbave a
leading role in increasing static and dynamic $itghiegree,
and damping electro mechanicals oscillations géeéray the
rotor (the inductor).However ,a robustness tesligturbance
injected on the EES ) showed that PID -AVR and R&S
hardly robust ,so ,in order to improve their eHioty
(robustness),we used the (G.fy the optimization and the
adjusting of PSS parameters [3,4].

The genetic algorithms is a global research teethrdod
an optimization procedure based on natural inspipdrators
such as crossing, and selection [5,6].unlike otipdimization
methods, the (G.A)operate under several encodings
parameters (binary, ternary, real...),to be optimiaed not
the parameters themselves .in addition, to betjeide the
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AVR-PSS optimal parameters search ,the (Guse a
performanced indeto approach this solution [6].

I DYNAMIC POWERSYSTEM MODEL:

In this paper the dynamic model of an IEEE - stathddi
power system, namely, a single machine connectednto
infinite bus system (SMIB) was considered [4].dnsists of a
single synchronous generator (turbo-Alternator) nemted
through a parallel transmission line to a very déargetwork
approximated by an infinite bus as shown in figlire
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Fig. 1. Standard system IEEE type SMIB with excitation colnbf powerful
synchronous generators

The AVR (Automatic Voltage Regulator),is a conteolbf
the PSG voltage that acts to control this voltageught the
exciter .Furthermore, the PSS was developed toralthe
generator output voltage oscillations [4].

In our study the synchronous machine is equipped
by a voltage regulator model "IEEE" type — 5 [7, 8% is
shown in Figure 2.
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Fig. 2. A simplified " IEEE type-5" AVR diagram



KaVe Vi

TA ! VE :Vref _VF (1)

Vi =

About the PSS, considerable’s efforts were experfded
the developpement of the system. The main funaioa PSS
is to modulate the PSG excitation to [1, 2, 4].

Vpssmax
A input Vi v2 V3
K PTy 1+ pT,
PSS 1+ pTW 1+ pT2 s
Fig. 3. A functional diagram of the PSS used [8] Yoo
The PSS signal is given by:[8]
VA : AP, [p
V1=V2 V71+LV2 ; or
T. T, Ao oo
. —_ . . - Imach - 2
Vf\%JfLV2 ; Ainput ={and ©)
L Al =11
Vfﬁvli V. = KeAinput and
T AU =U ,-U,,

Ill.  THE GENETICSALGORITHMS THEORY

A. Introduction

B. The genetic algorithm steps description

In what follows, we will describe in more detaileth
various steps of a simple genetic algorithm Figure

1) Coding and initialization [9]

The first step is the problem parameters codingrder to
constitute the chromosomes. The most used typedihg is
the binary one, but other coding can be also ugedXample:
ternary, integer, real...the passage from the actuar
representation to the coded one is done througbdémg and
decoding functions

2) Evaluation

It's to measure the performance of each individnahe
population; this is done using a function directjated to the
objective function which is called “fitness funatio This is
positive real function that reflects the strengtl the
individual. An individual with a high fitness value a good
solution to the problem, whereas individual wittwlditness
value represents a worse solution.

3) Selection

Selection in genetic algorithms plays the same wade
natural selection. It follows the survivals Darveiniprinciple
of those most adapted, it decide what are
individuals that survive and which ones disappethis,

the

Overall, a Genetic Algorithm handles the potentialSelection is according to their fitness functioasPopulation

solutions of a given problem, to achieve the optimaolution,
or a solution considered as satisfactory .the dhguor is
organized into several steps and works iterativEthe figure 4
shows the most simple genetic algorithm introdudmd

Holland [6].

| Specify the parameters for GA ‘

v

| Generate the initial population ‘

¢ Gen. =1

Time-domain simulation ‘

v

Find the fitness of each particle in
the current population

Gen.= Gen.+1

Gen.>Max.Gen.?

A

Apply GA operators:
Selection, Crossover, and Mutation

Fig. 4. The genetic algorithm organization

called intermediate is then
selected individuals.

There are several methods of selection. We menworof
the best known:

»  Lottery roulette Méthod ;

. Tournement Method.

formed by

4) Crossover

Crossing enables a pair of individuals among those
selected, to share their genetic information ¢heir genes. Its
principle is simple: two individuals are randombkén, and
they are called “parents”, then we draw a randomiBrber
in the interval [0, 1], after that it will be comea to some
crossing probability “Pc”.

» If P>Pc, there will be no crossing, and the parans
copied into a new generation.

» If else; K Pc, crossing occurs and the chromosomes
parents are crossed to produce tow children repglaci
their parents in the next generation.

There are different crossing types, the most knaven

e The multipoint crossover

*  The uniforme crossover

5) Mutation

The mutation operator enables to explore new pdintise
search space and ensures the possibility to leepa dbptima;
mutation applies to each individual gene with a atiah
probability (Pm) following the same crossing priplei



e If P> Pm, there will be no mutation will and thenge The various operations are developed by the rehlize
remains as it is. “GUI” (shown in figure 6).

+ If P < Pm mutation occurs, and the gene will replacedpss

with another gene randomly drawn among the IUEL

possible values. In the case of a binary codings it

simply to replace a"0” by a “1” and vice versa. -

OPTIMISATION PAR L’ALGORITHME GENETIQUE ra MK Mutston (5) | Probobité Mdetion | 07
Réalisé Par: MM: GHOURAF DJAMEL EDDINE , NACERI ABDELLATIF HIT ‘,‘;’:;‘1”:‘“‘ ‘:;i:’:’:"j‘“‘ ekl
L '

UNVISDISELABGES  EMALS: janshenysicat shirscan@yshacsc 4 #[Cooo

om0 | 1

01111

imi
oo i

@ (s [0 | sowmior 1001
Tt
soment Pe | o7 || 11001011
o110 of

e 0255)

L Foncton Filness

6) Terminaison criteria

As in any iterative algorithm, we must define apgting o Ly R
criteria, this can be formulated in various waysoag which
we can mention: S
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«  Stop if there is no improvement for some number ofLtt s st e SEEE E G SRR R R
generations;
«  Stop if a certain number of generations is exceeded Fig:- 6. The genetic algorithm in GUI/ MATLAB
Example: IV.  APPLICATION OF THEALGORITHM GENETIC TOPSS
We consider the simple case of function with oneaide A) TheLinear System Stability -analytical study
“X” belonging to the natural numbers set: Recall that the damping factgiof method represented by
Maximise Foy =15Xx-X its complex eigenvalué\” is given by:
Subject to 0>x=15 7 = -0 3)
The used parameters: No? + w?
e A8 bits binary encoding ; With A=o+ jw (4)
+ The search interval [0,15] ; A damping factor leads to a significant well-damped
* AlLottery roulette Method; dynamic response. To do this, all eigenvalues redbcated
» A simple crossing (to one point),with crossing in the left area of the complex plane defined by talf-lines.
probability Pc=0.7 ; For a critical value of the damping factter: we impose a
* A mutation probability Pm=0.1. relative stability margin [10].
To run and view the various steps of genetic atgorj we The real part of the eigenvalue determines the rapid
created and developed a “GUI” (Graphical User famss) in  decay / growth exponential dynamic response of the
MATLAB software, this latter allows: component system. Thus, very negative results in a fast

e To calculate and display the AG operationsdynamic response. To do this, all the eigenvaluestnbe
(Coding and initialization, Evaluation, Selection, located in the left area of the complex plane dsfilby a

Crossing and mutation); vertical through a critical value of the portioratdo.: we
. To display graphically the problem solution, as i defined as the absolute stability margin when rsgttthe
shown in figure 5. parameters of PSS, it is desirable that these titeria are
résuita d ontimicat taken into account for proper regulation. the caration

ésulta d optimisation par AG ) ! .
3 w r r r r between these two criteria leads to an area callestability

area: [11], figure 7. Moving eigenvalues in thigamrensures
robust performance for a large number of pointsrafjmns
[12].

Fitness

Jjow

les variables

Fig. 5. Optimization result by AG

The problem solution: Fio. 7. D. Stabilit
x= 26.9412. F(x) = 30.8288 19 1. B Slabiily zone



B) objective function [13]

The purpose of the PSS use is to ensure satisfactor

oscillations damping, and ensure the overall systility to
different operation points. To meet this goal, weng a
function composed of two multi-objective functionghis
function must maximize the stability margin by ieasing
damping factors while minimizing the system reglegivalues
. Therefore, all eigenvalues are in the D stabilitga, the
multi-objective function calculating steps are:

1-formulate the linear system in an open —looph@iit PSS);

2-locate the PSS and its parameters initializedthey G.A
through an initial population;

3- Calculate the closed loop system eigenvaluegalkmdonly

the dominant modesi = ¢ + ja

4- Find the system eigenvalues real pass gnd damping
factor;
5- Determine the { ) minimum value and the ) maximum
value, which can be formulated respectively as:n{mim
({)) and (maximum (o));
6- Gather both objective functions in a multi-oltjee
function F as follows:
Fo = —max(o)+min({)
7- Return this Multi-objective function value the the AG
program to restart a new generation.

Figure 8 shows the PSS parameters synthesis &lgorit

Initial population for
the parameters to
optimize

| Linearization of the |

systen

Parameter setting ¢f
GA

Eigenvalues for
individual: g, ¢

A 4

The multi-objective
function
Foy =—max(@) +min({)

Evaluation of
solution:

'

Operators of GA:
(Selection, Crossover
Mutation)

yes

Gener<Genermax

*No

New generation

4| new population

Fig. 8. The multi-objective function and AG program Flowach

The optimized parameters used for PSSssKTw, Ty, T2
5< Kpg £150

001<T, < 005

001<T, < 006

001<T, < 0065

Numberof Individuaks=120
MaximumGeneratior= 100

A crossingprobability Pc=0.7

A mutationprobability Pm=0.01

TABLE I. THE PSSOPTIMIZED PARAMETERS
parameters | TBB-200 TBB-500 BBC-720 TBB-1000
Tw 0.0321 0.029 0.0445 0.0234
T, 0.054 0.0322 0.0356 0.0214
T, 0.074 0.011 0.034 0.0142
Kps 51.43 15.45 100.548 15.506

V. THESMIB SYSTEM SIMULATION WITH MATLAB

A) Creation of a calculating code under MATLAB /
SIMULINK

The“SMIB” system used in our study includes:
* A synchronous machine (MS) ;
e Tow voltage regulators: AVR
connected to;
* A Power Infinite network line
The SMIB’s mathematical model simulation (the Park-
Gariov with permeances networks Model), is showFigure

and AVR-PSS

Fig. 9. Structure of the synchronous machine (PARK-GARIObdtel) with
the excitation controller under MATLAB —SIMULINK

B) The GUI Created

To analyze and visualize the different dynamic bédra
we have creating and developing a “GUI” (Graphitider
Interfaces) in MATLAB .this GUI allows as to:

» Perform control system from PSS controller;

» To optimize the controller parameters by Genetic

Algorithm;

* View the system regulation results and simulation;

e Calculate the system dynamic parameters ;

* Test the system stability and robustness;

e Study the different operating regime (under-exgited

rated and over excited regime).

The different operations are performed from GUlizea
(shown in Fig. 10).
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Fig. 10.The system applications under GUI / MATLAB

C) Smulation result and discussion

The following results (Table 2 and Figure 11) were
obtained by studying the “SMIB” static and dynamic -

performances in the following cases:

1. SMIB in opened loop without regulation
2. Closed Loop System with the stabilizer PSS-fekprded

(CL)

3 - Optimization of gains Regulators PSS-AVR by efen

algorithm.

We suddenly disrupted the SMIB by changing theitgeb
15%) at the instant; t = 0.2s, with changes ir=f

torque ATm=
network configuration outside;

We simulated three operating regimes: the undeitexkc

the rated and the over-excited regime.

Our study is interested in the Powerful Synchronous °
Generators of type: TBB-200, TBB-500 BBC-720, TB&30

(parameters in Appendix A).

Table 2 presents the TBB -200 static and dynamic:
performances results in (OL) and (CL) with PSS &8&i5-
optimized, for an average line (Xe = 0.3 pu), andaative

power P=0.85 p.u.

Where:a: Damping coefficient %: the static error, d%:

the maximum overshoot, the setting time

recatd®L)

TABLE II. THE“SMIB “STATIC AND DYNAMIC PERFORMANCES
Damping coefficienta the static error
PSS-

Q oL AVR PSS OPT oL AVR PSS PSS-GA
-0.1372 Unstable | -0.709(-1.6201-2.3283 instable | -2.640| -1.620 -1.234
-0.4571] Unstable | -0.708(-1.6503-2.3463 instable | -2.673] -1.629 -1.241
0.1896| -0.0813 | -0.791|-1.6869-2.390§ -5.038 | -2.269| -1.487| -1.267
0.3908| -0.1271 | -0.634]-1.5379-2.390§ 5.202 | -1.807| -1.235] -1.129
0.5078| -0.1451 | -0.403(-0.9432-1.9582 -3.777 |-0.933]| -0.687 -0.604
0.6356( -0.1588 | -0.396(-0.9283-1.9803 -3.597 | -0.900| -0.656 -0.567

the setting time for 5% the maximum overshoot %
PSS-

9 OL |AVR | PSS | 2X| OL |AVR | PSS | PSS-GA
-0.1372 Unstable | 4,231 | 1,704 | 1,349 | 9.572 | 9,053| 7,892 7,237
-0.4571 Unstable | 4,237 | 1,713 | 1,323 | 9.487 | 9,036 | 7,847 7,219
0.1896! 3,793 | 1,617 | 1,408 | 10,959 | 9,447 | 8,314 7,928
0.3908! - 4,732 1,706 | 1,630| 10,564 | 8,778 | 7,883 7,659
0.5078( 14,320 | 7,444 2,041 1,877| 9,402 | 6,851 6,588 6,269
0.6356( 14,423 | 7,576 | 2,080 | 1801 9,335 | 6,732 6,463 6,012

In the Figures 11 and 12 show an example of sinauiat
result with respectively 'Ug' the stator terminaltage; 'Pe'

the electromagnetic power system, 's' variable peelta’
The internal angle TBB200 of Turbo-generator withk B.85,

-0.107 (pu)

e temps en sec

fa coute de gissmert

25
le temps en sec

e temps en sec

Fig. 11.functioning system in the under-excited of TBB 2@dnected to a

long line with AVR ,OL and PSS
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Fig. 12.functioning system in the under-excited of TBB 2@dnected to a
long line with PSS , PSS- AG and OL

From the simulation results, it can be observetttt®use
of PSS optimized by AG improves considerablydiieamic
performances (static errors negligible so bettecigion, and
very short setting time so very fast system., @wadound that
after few oscillations, the system returns toetpiilibrium
state even in critical situations ( the under-editegime for
example).

VI.

In this article, we have optimized the PSS paramaetby
genetic algorithms; these optimized PSS are usepgdwaerful
synchronous generators exciter voltage control rideo to
improve static and dynamic performances of the tEdec
Energetic.This technique (GA) allows us to obtain a
considerable improvement in dynamic performancesl an
robustness stability of the SMIB studied.

CONCLUSION
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Eq:  The exciter output voltage
Vi : The filter output voltage
Te: The electrical torque
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ldlq:  Components along the direct axis / quadraami® current
XdLe: Reactance / inductance transmission line

Xd/Lq: Reactance / inductance synchronous longitudinal
X4Lq: Transversal Reactance / inductance synchronous




